Maintaining Privacy when Searching for Patients Using Electronic Medical Records

Summary
The launch of new drugs is contingent on running safe and thorough clinical trials, but the clinical trials process takes an inordinate amount of time, particularly in patient recruitment. The use of big data analytics methodologies which leverage real databases of electronic medical records is accelerating the clinical trials process and making patient recruitment more efficient. However, use of EHR-databases brings with it the risk of loss of patient privacy. We examine the issues and outline best practice guidelines.

Introduction
Recent developments have shown the real benefits arising from the use of big data analytics techniques to interrogate EHR-databases at hospitals directly. With the right software infrastructure, eligible patients can be discovered based on complex combinations of query criteria, and in real time. Trial managers can unearth more candidates, quicker.

But this development raises questions for patient privacy: using these electronic methods, are an individual’s personal details at risk of arriving in unauthorised hands?

In this paper, we will examine the technological and legislative environments, analyse the ensuing risks, and propose some best practice methods for mitigating these risks.

Real-time, EHR-based Patient Search for Clinical Trials
How has patient search been performed until now? Traditionally, the call would go out from the pharmaceutical company to their local affiliates, who would contact local hospitals, where medical researchers would comb paper-based patient records for patients who fit the long list of inclusion and exclusion criteria – a laborious, time-consuming, and costly process.

Systems which run real-time, EHR-based patient recruitment for clinical trials obviate these issues. They allow such criteria to be directly and near-instantaneously queried against medical records data of connected hospitals to obtain a complete and completely up-to-date snapshot of the distribution of eligible patient populations available for a trial given the specified criteria.

Yet it is this very accessing of electronic hospital patient data that creates risks of unauthorised access to private, personal information.

Patient Privacy
As a principle, patients should control how data that is derived from them is utilised. The use and sharing of such data by health plans, healthcare clearing houses, and healthcare providers (“covered entities”) in the pursuit of payment, treatment, and operations (PTO) is clearly legislated. Usage beyond PTO is also explicitly regulated and subject to the consent of the patient (except for special circumstances, such as public health and law enforcement exemptions). However, obtaining individual patient consent is not always easy, or possible, in practice; for example, when the data has been collected for one purpose (e.g., PTO), but reused for a different purpose.

For our primary usage area of interest, clinical research, it is important to note that multiple studies have illustrated that the individual’s choice to consent itself creates a skewed population from the perspective of demographic and socio-economic characteristics.

Given all of this, how can patient privacy be balanced with the needs of clinical studies?

Regulations and Directives
In the European Union, the Data Protection Directive 95/46/EC provides a foundational set of guidelines by which all person-specific data is collected, used, and shared.

Regardless of the locale, data protection regulations permit the sharing of de-identified data. For instance, the Data Protection Directive, which strictly prohibits secondary uses of person-specific data without individual consent, provides an exception to the ruling in Recital 26, which states that the: “principles of protection shall not apply to data rendered anonymous in such a way that the data subject is no longer identifiable.”

This means that any data, including health information in electronic medical records, can be reused for research purposes once it is anonymised. However, what does it mean for data to be “identifiable”? How do we know when it is no longer identifiable? The Data Protection Directive, and similar directives around the world, do not provide explicit guidelines regarding how data should be protected.

For the purposes of this paper, we rely heavily upon the conceptual principles of identifiability as set forth in the Privacy Rule of the US Health Insurance Portability and Accountability Act of 1996 (HIPAA), while our approaches to personal data protection are guided by the “European Medicines Agency policy on publication of clinical data for medicinal products for human use” (EMA Policy/0070).

HIPAA
In the United States, under the Health Insurance Portability and Accountability Act (HIPAA), the Privacy
The European Medicines Agency (EMA) has promulgated a new policy on the publication of clinical data generated in and foster public health, while ensuring there is transparency in clinical trials. As part of this policy, the EMA recommends the protection of personal data. Specifically, it states that: “The secondary analysis of personal data will have to be fully compatible with the individual privacy of clinical trial participants and data protection.” To accomplish this goal, data use agreements that prohibit unconsented re-identification are recommended: “[recipients of the data will] not seek to re-identify the trial subjects or other individuals from the Clinical Reports in breach of applicable privacy laws.”

The Risks of Re-identification

Many studies have shown that there is a real danger of health information, albeit with explicit identifiers removed, being re-identified again, using complex combinations of statistical methods. The question is, however, one of probability rather than possibility: how likely would such a malicious attack be to occur?27. And how likely to succeed? Most data protection directives around the world (including HIPAA’s Privacy Rule) do not specify outright that data must not be re-identifiable, but rather that it must not be re-identifiable against reasonable means.

Baseline Risk: Safe Harbour

To determine what is an acceptable level of re-identification risk, we investigated how the residual features which would be permissible to share via a HIPAA safe harbour policy might still permit re-identification.

Taking the limited adversarial model used by privacy risk experts in practice, where the adversary is assumed to be able to have knowledge of between five and seven attributes about the patient18, analysis of public data from the US Decennial Census 19 based on attacks described in literature8, 20 produced an estimate for the number of uniques reportable in the population. The estimation process was based on the strategy proposed in21 and gave the result that 0.48% of the US population was expected to be unique, or a risk of 0.0048.

Types of Risk

There are several ways by which re-identification risk can be defined, which depend on the knowledge and goals of the attacker. In the literature, these risk metrics are often referred to as 1) prosecutor, 2) journalist, and 3) marketer risks22.

The first two types of risks correspond to scenarios for the most easily attackable record in the data set. Specifically, the prosecutor and journalist risks correspond to the most re-identifiable person in the published data set (i.e., the sample), and in the broader population (e.g., all individuals in the metropolitan Istanbul, Turkey region), respectively. This attack assumes that the most risky individual is the one of interest for targeting by the adversary. An example of the prosecutor attack is shown in Figure 1.
By contrast, the marketer risk is an amortisation of the risk over all individuals in the data set. In this scenario, the adversary aims to re-identify as many individuals as possible, but may not worry about committing a specific targeted identification. An example of the marketer attack is shown in Figure 2. In such a scenario, the marketer risk is defined as the proportion of records that can be correctly re-identified in a data set sampled from a population.

Maintaining Privacy: Patient Pseudonymisation
As a first principle, therefore, in maintaining patient privacy, it is important that the data should be de-identified, anonymised, and/or pseudonymised. As we have seen, pseudonymisation is where an individual patient’s record is substituted with a value that is unique and consistent for this individual, so that their record may be indexed and managed in the data warehouse, and continue to be updated over time.

There is precedent for incorporating a pseudonym in a record, provided that the recipient was not supplied with the decryption process for the pseudonym. Under the EU Data Protection Directive, the Article 29 Working Group recently stated that: “... using a pseudonym means that it is possible to backtrack to the individual, so that the individual’s identity can be discovered, but then only under predefined circumstances. In that case, although data protection rules apply, the risks at stake for the individuals with regard to the processing of such indirectly identifiable information will most often be low, so that the application of these rules will justifiably be more flexible than if information on directly identifiable individuals were processed.”

In this model, the only individuals with the ability to translate the pseudonym back to an individual’s identity are those who hold the keys to the pseudonymisation process.

Maintaining Privacy: Mitigation of Risks
Risk itself is a composite of the probability that an attack will be mounted and the probability of the attack’s success. The probability of attack can be mitigated by legal, technical, and economic controls, which serve as disincentives to malfeasance in the system and can mitigate the risk of unsanctioned re-identification:

- Economic: recent research has shown that costs can serve as deterrents to potential adversaries and mitigate the chance of re-identification attacks. As a guideline, users of data derived via EHR-based search system must pay a non-trivial monetary sum to provide deterrence in this setting.
- Legal: all users of the system must be made cognisant of acceptable use and confidentiality requirements. While such a policy does not guarantee a user will refrain from violating the terms of service, it does provide the supplier of an EHR-based system the ability to hold users of the system accountable.
for their actions in a relevant court of law. Such protections are critical because anonymised (or de-identified) data falls outside the scope of regulation and without such a contract, there would be no accountability for misuse of the data.

- Technical: from a statistical perspective, the data is attenuated to ensure that it does not include sufficient information to facilitate re-identification beyond a certain degree.

While these controls cannot be guaranteed, evidence in information security indicates that they certainly lower the rate at which attacks against such systems are realised.\(^{25, 26}\)

Mitigating Marketer Risk
Running an analysis on US Census estimates, it was found that as the size of a population shrinks, the possibility for re-identification grows. Extrapolating to other countries, the risk of re-identification becomes unacceptably large when the population of the country from which the data is derived drops below three million individuals. As such, this population size can be set as the threshold at which query results from the system must be returned to the end user in an aggregated form only, without disclosing which particular hospital the patients were treated at.

Mitigating Prosecutor Risk
To prevent the suppliers of data to a data warehouse from probing for known individuals upon the integration of such data from other suppliers, the supplier must only return records to suppliers that are aggregated to obscure small values. Each result (or report) returned to suppliers must have a minimum number of patients associated with it during the time period of interest. If this threshold is not satisfied, the report will not be provided.

However, this begs the question of what an appropriate level of aggregation would be.

If we look toward how various agencies apply the “minimum threshold rule” in practice, and relate this to the prosecutor risk, we can determine their threshold of acceptable probability of identification and use it in our own situation. Based on the evidence, we would recommend the use of a threshold of 5. This threshold would be applied in two ways. First, a count of \(<5\) will be displayed for a specific hospital when the user issuing the query works for the institution associated with the count. Second, a count of \(<5\) will be displayed when the total across all hospitals is below the threshold. It is important to recognise that this is a minimum value that is likely to transpire on rare occasions only and that, practically, the risk to an average patient in the system is often significantly smaller.

Conclusion
In this paper, we have attempted to outline the risks to patient privacy stemming from leveraging electronic medical records for the purpose of patient search for clinical trials. We have also proposed best practice methods of mitigating these risks. Protection methods invoked included 1) pseudonymisation, as validated by expert determination, 2) suppression of baseline identity details under safe harbour principles, 3) mitigation of risks via legal, attenuation, and economic controls, 4) aggregated counts for countries with populations below the three million threshold, 5) aggregated counts for results with populations below five. Use of these techniques will mitigate risks that an individual’s personal details will arrive in unauthorised hands.
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